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ABSTRACT
Introduction and aim. An AI model like ChatGPT is a good source of knowledge. We can explore the potential of AI models to 
complement the expertise of healthcare professionals by providing real-time, evidence-based information in infection preven-
tion and control (IPC).
Material and methods. This study involved 110 queries related to IPC, validated by subject experts in IPC. The responses from 
ChatGPT were evaluated using Bloom’s taxonomy by experienced microbiologists. The scores were divided as <3 as being a 
poor response, 3–4 as an average response, and >4 as a good response. Statistical analysis was done by correlation coefficient 
and Cohen’s Kappa.
Results. The overall score was 4.33 (95% CI, q1 3.65–q3 4.64) indicating ChatGPT’s substantial IPC knowledge. A good response 
(i.e.>4 score) was found in 70 (63.6%) questions, while in 10 (9%) questions, it showed a poor response. The poor response was 
seen in needle stick injury and personal protective equipment (PPE) doffing-related questions. The overall correlations were 
found to be significant. Cohen’s Kappa confirmed moderate to substantial agreement between evaluators.
Conclusion. ChatGPT demonstrated a commendable understanding of IPC principles in various domains and the study iden-
tifies specific instances where the model may require further refinement especially in critical scenarios such as needlestick in-
juries and PPE doffing.
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Introduction
According to a WHO 2022 report, out of every 100 
patients in acute-care hospitals, seven patients in 
high-income countries and 15 patients in low- and 
middle-income countries acquire at least one health-
care-associated infection (HAI) during their hospi-
tal stay. On average, 1 in every 10 affected patients 
die from their HAI. Infection prevention and con-
trol measures play a vital role in maintaining patient 
safety within healthcare settings. Various studies have 

found knowledge gaps in healthcare workers regard-
ing IPC.1 

Many artificial intelligence (AI) models have 
come out as good knowledge models. AI models like 
ChatGPT, an advanced language model trained on a 
vast array of data, are capable of generating human-like 
responses to a wide range of queries. Several studies 
have been done to check knowledge of these AI models 
in various healthcare fields.2-4
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Aim
This study aimed to assess the knowledge of the AI 
model ChatGPT using a validated questionnaire in the 
context of hospital infection prevention and control. By 
evaluating its understanding and ability to provide ac-
curate information related to IPC, we can explore the 
potential of AI models to complement the expertise 
of healthcare professionals by providing real-time, ev-
idence-based information in infection prevention and 
control.

Material and methods
This cross-sectional study was conducted using the 
ChatGPT AI model (generation 3.5). A series of 110 
higher-order reasoning queries were posed to ChatGPT, 
covering various learning objectives in IPC, such as 
hand hygiene, HAI prevention, injection safety, anti-
microbial resistance, biomedical waste management, 
environmental cleaning, and disinfection, employee 
immunization status, high-risk areas, standard precau-
tions, bundle care approach, and central sterile supply 
department (CSSD).

To ensure the validity and bias of the questionnaire, 
it was rigorously validated by four subject experts with 
extensive experience in IPC. The first response gener-
ated by ChatGPT for each question was collected and 
stored in an MS Word file for further analysis. 

The collected responses were quantitatively evaluat-
ed by three authors of this study. Authors of the paper 
are experts in the field and intimately familiar with the 
study’s objectives, methodologies, and context. This fa-
miliarity can contribute to a nuanced evaluation. Also, 
the authors have a deep understanding of the intricacies 
of the study, allowing for a more contextually informed 
evaluation. The authors were blind to each other’s eval-
uation and to decrease further bias, correlation coeffi-
cient analysis was performed. The evaluators gave zero 
to five marks to each question. The scores obtained were 
stored in an MS Excel sheet for analysis.

In this study, the answers generated by ChatGPT 
were categorized into specific levels of Bloom’s taxono-
my. Bloom’s taxonomy is a hierarchical model that classi-
fies educational learning objectives based on complexity 
and specificity. Taxonomy comprises six domains rang-
ing from lower to higher levels of cognitive processes: 
knowledge, comprehension, application, analysis, syn-
thesis, and evaluation. The assessment determined the 
specific Bloom taxonomy group, to which the answers 
from ChatGPT belonged.

Statistical analysis
The data was analyzed using software Jamovi version 
2.4.5, including numbers, means, medians, standard de-
viations, and quartiles. Correlation coefficient between 
different evaluators was measured. Cohen’s Kappa was 

employed to validate the reliability of the evaluators’ do-
main categorizations. p<0.05 was taken as significant.

Results
A total of 110 higher-order reasoning queries were 
posed to the ChatGPT model, all the questions were giv-
en marks on a scale from zero to five. 
A section-wise score is given in Table 1.

Table 1. Section wise score
No. Section name Median score Lower CI* Upper CI

1 Hand hygiene 4.42 3.48 4.79

2 Standard and transmission-based precautions 4.58 3.88 4.78

3 Personal protective equipment (PPE) 4.17 3.52 4.41

4 Hospital acquired infection 4.25 3.37 4.79

5 CSSD 4.67 3.95 4.85

6 Injection safety needle stick management 4.33 3.05 4.52

7 Antimicrobial stewardship program 4.42 3.97 4.67

8 High risk areas 4.33 4 4.64

9 Infection control policy 4.17 3.68 4.45

10 Disinfection and environmental cleaning 4.08 3.65 4.59

11 Bundle care approach 4.25 3.64 4.39

 *CI= Confidence interval

The overall score was found to be 4.33 (95% CI, q1 
3.65–q3 4.64) out of five.

We divided the scores as <3 as poor a response, 3-4 
as an average response and >4 as a good response. The 
result of 110 questions was:
Response Number of questions
Poor 10
Average 30
Good 70

Table 2. Some questions asked to ChatGPT
Questions Average marks Answer domain

If a nurse gets a needle stick injury, what first aid she 
should take?

2.3 Knowledge

What types of tests are available to detect blood-
borne viruses, list all?

4.5 Knowledge

Which parameters determine hepatitis B virus (HBV) 
infectivity?

3 Knowledge

How we improve hand hygiene compliance among 
nurses?

4.8 Knowledge

What are the infection control requirements to 
establish a 4-bed medical Intensive care unit (ICU)?

4.3 Application

How to prevent bacterial contamination of red blood 
cells (RBC) units in blood banks?

4.6 Application

In hand hygiene questions, such as “How can we 
improve hand hygiene compliance among doctors?” the 
provided answer included points such as education and 
training, leadership commitment, awareness campaigns, 
easy access to hand hygiene facilities, peer support and 
accountability, continuous quality improvement, cele-
brating success, and patient and family involvement. The 
score given to this answer is 4.8 (Table 2). In questions 
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related to standard and transmission-based precautions, 
like “What standards should be maintained in a negative 
pressure room?” the answer encompassed points such as 
airflow and pressure, per hour air exchange, filtration, 
room integrity, directional airflow, and monitoring and 
maintenance, earning a score of 4.6.

In the HAI section, the question asked was, “What 
is the infectivity period of measles?” The answer provid-
ed was, “The infectivity period of measles refers to the 
timeframe during which an individual with measles can 
transmit the virus to others. The infectivity period typ-
ically lasts for approximately 4 days before the rash de-
velops until 4 days after the rash appears,” resulting in a 
score of 4.2.

In the CSSD section, the question was, “How can we 
maintain the air quality of CSSD?” The answer outlined 
points such as the Heating, Ventilation, and Air Con-
ditioning (HVAC) system, positive pressure, air filtra-
tion, segregated airflow, ventilation and exhaust, regular 
maintenance, monitoring and testing, staff training, and 
practices, receiving a score of 4.7.

In the injection safety section, a question was asked, 
“If a nurse experiences a needlestick injury, what first 
aid should she take?” The answer included points such 
as first aid, follow-up, and counseling, although the sug-
gestion was given to squeeze the finger (score 2.3).

In the PPE section, a question was asked, “If PPE 
is visibly soiled while on duty, what should be done be-
fore doffing?” The answer suggested all points like hand 
hygiene, proper doffing, and disposing of contaminated 
PPE, although there was no mention of removing soil-
ing with an alcohol swab before removing PPE (score 3).

A question regarding infection control policy was 
asked, “Where should a doctor sit in a respiratory out-
door department (OPD)?” The answer provided points 
such as physical distancing, proper ventilation, hand hy-
giene, and the availability of PPE facilities, receiving a 
score of 4.

Fig. 1. Score distribution by evaluator 1

In Figure 1, 2 and 3, score distributions by evalu-
ators are shown where, x axis shows question number 
and the y axis denotes marks given.

Fig. 2. Score distribution by evaluator 2

Fig. 3. Score distribution by evaluator 3

The marks given by the three evaluators were dif-
ferent, so to decrease bias and subjectivity, correlation 
coefficient was performed. The overall correlations be-
tween Evaluator 1 and Evaluator 2, Evaluator 2 and 
Evaluator 3, and Evaluator 3 and Evaluator 1 were found 
to be 0.55, 0.67, and 0.39, respectively (Fig. 4). These val-
ues provide an overview of the general agreement be-
tween each pair of evaluators across the entire set of 
questions. 

Fig. 4. Correlation coefficient between different evaluators 
(Ev)

To assess the consistency between different pairs of 
evaluators, correlations were calculated for all 11 sec-
tions of the questions (Fig. 5).

Overall, the highest correlation was observed be-
tween Evaluator 2 and Evaluator 3, indicating the clos-
est agreement between these two evaluators. In contrast, 
the correlation between Evaluator 3 and Evaluator 1 was 



350 European Journal of Clinical and Experimental Medicine 2024; 22 (2): 347–352

relatively lower. While some sections demonstrated 
strong consensus and agreement among all evaluators, 
others like the antimicrobial stewardship program (sec-
tion 7) and infection control policy (section 9) showed 
mixed results with moderate to low agreement.

Fig. 6. Categorical analysis of answers

As shown in figure 6, out of 110, 70 answers were 
in the knowledge domain and 18 in the application do-
main. Rest questions showed creativity, understanding, 
analysis, and evaluation-based answers.

Table 3. Cohen’s Kappa, to validate the reliability of the 
evaluators’ domain categorizations*

Qualitative 
criteria

Kappa 
agreement

Ev 1 & Ev 2

Agreement
Expected 

agreement
Kappa Std. Err. Z p>Z

67.27% 44.14% 0.4141 0.0549 7.55 0

Ev2 & Ev3

Agreement
Expected 

agreement
Kappa Std. Err. Z p>Z

76.36% 46.36% 0.5594 0.0563 9,93 0

Ev3 & Ev1

Agreement
Expected 

agreement
Kappa Std. Err. Z p>Z

59.09% 45.80% 0.2452 0.056 4.38 0

* Ev – evaluator, Std. Err. – standard error, Z – Z score 

To validate the reliability of the evaluators’ domain 
categorizations, Cohen’s Kappa was employed. Cohen’s 
kappa is a quantitative measure of reliability for two rat-
ers who are rating the same thing, correcting for how 
often the raters may agree by chance. These insights 
have practical implications for improving the validity of 
the evaluation process and enhancing the overall quali-
ty of the study’s findings. For evaluator 1 and evaluator 
2, the Kappa value of 0.41 indicated a moderate level 
of agreement beyond chance, with 67% of their domain 
categorizations matching. Similarly, for evaluator 2 and 
evaluator 3, the Kappa value of 0.55 signified substantial 
agreement beyond chance, with 76% of their domain 
categorizations matching. For evaluator 3 and evaluator 
1, the Kappa value of 0.24 indicated a fair level of agree-
ment beyond chance, with 59% of their domain catego-
rizations matching (Table 3).

The significant (low p>Z) values of 0.00001 for all 
three pairs of evaluators underscored the statistical sig-
nificance of the observed agreements, reinforcing the 
reliability of their domain categorizations.

Discussion
The results of this research study provide valuable in-
sights into the knowledge base of ChatGPT in IPC, the 
overall score was found to be 4.33 (95% CI, q1 3.65–q3 
4.64). The median score was almost similar in all the 
sections. A good response (i.e. >4 score) was seen in 70 
(63.6%) questions while in 10 (9%) questions, it showed 
poor response.

ChatGPT consistently provided commendable re-
sponses to inquiries, with exemplary instances attached 
as annexures to this paper. Noteworthy is its compre-
hensive guidance when prompted for infection con-
trol measures to establish a 4-bedded medical ICU, 
where it emphasized adherence to “Universal precau-
tions.” These responses showcase the model’s adeptness 
in offering practical and informed recommendations 
for healthcare scenarios. The model provided insight-
ful and well-structured answers to questions related to 

Fig. 5. Correlation coefficient between different evaluators for different sections (Ev – evaluator)
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hand hygiene, standard and transmission-based precau-
tions, HAI, CSSD, injection safety, PPE, and infection 
control policies.

In the context of hand hygiene, ChatGPT outlined a 
comprehensive strategy to improve compliance among 
doctors, covering crucial aspects such as education, 
training, leadership commitment, awareness campaigns, 
facility accessibility, peer support, accountability, con-
tinuous quality improvement, and patient and family in-
volvement. In the section on HAI, ChatGPT accurately 
conveyed information regarding the infectivity period 
of measles, underlining the critical timeframe during 
which an individual with measles can transmit the virus.

However, the study identified a notable discrepancy 
in the injection safety section, where ChatGPT suggest-
ed squeezing the finger as part of first aid for a nurse ex-
periencing a needlestick injury, contrary to established 
protocols. Similarly, in the PPE section, ChatGPT omit-
ted a crucial step related to decontamination with an 
alcohol swab before removing visibly soiled PPE. This 
indicates a nuanced gap in the model’s understanding of 
detailed protocols.

In studies done by Sinha et al. and Ghosh et al. in 
pathology and biochemistry respectively, the score was 
4.08 and 4.0, which is similar to our score.3,7 Studies 
have been done to solve image-based queries in pathol-
ogy, ophthalmology, and dermatology using deep learn-
ing and convolutional neural networks (CNN).8–10 With 
the help of technical expertise, we can also make deep 
learning networks to solve complex IPC problems.11-13

The overall correlations between different pairs of 
evaluators for the 110 questions were calculated, indi-
cating agreement among the evaluators was on the pos-
itive side. While some sections demonstrated strong 
consensus and agreement among all evaluators, others 
like the antimicrobial stewardship program and infec-
tion control policy showed mixed results with moderate 
to low agreement. Although Sinha et al. and Ghosh et al. 
in their studies showed good inter-rater comparability 
which can be due to objective answer type questions.3,7 
In our study, the questions were based on routine 
healthcare activities, as well as real life scenarios, and 
evaluators were blind towards each other’s evaluation. 

While doing categorical analysis, most of the an-
swers are in the knowledge domain followed by the 
application domain. This correlates with the fact that 
this is mainly a knowledge model which can show hu-
man-like responses.

To validate the reliability of the evaluators’ domain 
categorizations, Cohen’s Kappa was employed, yield-
ing Kappa values of 0.41, 0.55, and 0.24 for the different 
pairs of evaluators. These Kappa values indicated mod-
erate to substantial agreement beyond chance, with sta-
tistically significant results. 

Study limitations
The study also highlights some limitations and areas for 
improvement. It was a questionnaire-based study which 
encompassed inquiries related to diverse facets of infec-
tion control. It’s important to note that the nature of the 
queries could vary depending on the specific context of 
hospital settings. ChatGPT belongs to the category of 
large language models (LLMs), characterized by their 
capacity to update their knowledge base consistently. 
There were some other limitations like lengthy answers 
given for all types of questions and ChatGPT was un-
able to provide references, and guidelines for its source 
of information. Apart from that, we couldn’t compare 
this model with other AI models, which can be done in 
further studies in this area.

Conclusion
AI models like ChatGPT are a good source of knowl-
edge. Overall, ChatGPT demonstrated a commendable 
understanding of IPC principles in various domains like 
hand hygiene, standard precautions, hospital acquired 
infections, infection control policy, etc. The study iden-
tifies specific instances where the model may require 
further refinement to align consistently with established 
protocols, especially in critical scenarios such as needle-
stick injuries and PPE doffing. The findings underscore 
the importance of ongoing model training and valida-
tion to enhance its reliability in providing accurate and 
contextually appropriate information in healthcare set-
tings. The integration of AI models like ChatGPT in IPC 
practices could enhance patient safety and overall out-
comes by providing healthcare professionals with reli-
able and up-to-date information. It can complement the 
expertise of healthcare professionals and support deci-
sion-making processes in real time.
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